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Abstract. The test data used in the MPEG-7 Core Experiment CE-
Shape-1 provides a unique opportunity to compare various shape de-
scriptors for non-rigid shapes with a single closed contour. There are two
main advantage of such results: (1) It is possible to compare the per-
formance of shape descriptors based on totally different mathematical
approaches. A more theoretical comparison of these descriptors seems to
be extremely hard. (2) For each shape descriptor, the experiments are
carried out by an institute that is in favor of this descriptor. This implies
that the parameters for each system were optimally determined and the
implementations were thoroughly tested. In this contribution we give an
overview of the recent retrieval results obtained on the MPEG-7 Core
Experiment CE-Shape-1.

There exist a large variety of approaches to define shape similarity measures
of planar shapes, some of which are listed in the references. Since an objective
comparison of their qualities seems to be impossible, experimental comparison is
needed. The dataset created by the MPEG-7 committee for evaluation of shape
similarity measures [9, 20] offers an excellent possibility for objective experimen-
tal comparison of the existing approaches evaluated based on the retrieval rate.

Shape descriptors for comparing silhouettes of 2D objects in order to deter-
mine their similarity are important and useful for applications such as database
retrieval. This importance is reflected in the fact that the MPEG-7 group incor-
porated such shape descriptors into the MPEG-7 standard. Since the 2D objects
are projections of 3D objects their silhouettes may change due to:

— change of a view point with respect to objects,
— non-rigid object motion (e.g., people walking or fish swimming),
— noise (e.g., digitization and segmentation noise).

The goal of the MPEG-7 Core Experiment CE-Shape-1 was to evaluate the
performance of 2D shape descriptors under such conditions. The shapes were
restricted to simple pre-segmented shapes defined by their outer closed contours.
The main requirement was that the shape descriptors should be robust to small
non-rigid deformations due to (1), (2), or (3). In addition the descriptors should
be scale and rotation invariant.



Two kinds of shape descriptors are included in the MPEG-7 standard. In
addition to the descriptors for shapes defined by their outer closed contours,
on which we focus in this contribution, region based shape descriptors are also
included. Such descriptors treat shape as binary textures. Thus, the input shape
does not need to be defined by a single connected bitmap. Although the region
based descriptors are more universal, since they apply to shapes composed of
several components, they perform significantly worse when shapes are given by a
single connected component. The only region-based shape descriptor included in
the MPEG-T7 standard is based on ART (Angular Radial Transform) coeflicients
[16,29].

First we shortly describe the settings of the MPEG-7 Core Experiment CE-
Shape-1. The core experiment was divided into three parts with the following
main objectives:

A: robustness to scaling (A1) and rotation (A2)
B: performance of the similarity-based retrieval
C: robustness to changes caused by no-rigid motion

Part A can be regarded as a necessary condition that every shape descriptor
should satisfy. The main part is part B, where a set of semantically classified
images with a ground truth is used. Part C can be viewed as a special case of
part B. Here also the performance of the similarity-based retrieval is tested, but
only the deformation due to no-rigid motion is considered. Only one query shape
is used for part C.

Since it is the essential part, we focus our attention on the performance eval-
uation of shape descriptors in experiments established in Part B of the MPEG-7
CE-Shape-1 data set [9]. The test set consists of 70 different classes of shapes,
each class containing 20 similar objects, usually (heavily) distorted versions of
a single base shape. The whole dataset therefore consists of 1400 shapes. For
example, each row in Fig. 1 shows four shapes from the same class.
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Fig. 1. Some shapes used in part B of MPEG-7 Core Experiment CE-Shape-1. Shapes
in each row belong to the same class, i.e., we see in the first row four different shapes
(out of 20) of class 'bone’.



Fach image was used as a query, and the retrieval rate is tested using so
called bulls-eye test: for each query image, we count the number of images that
belong to the same class in the top 40 matches. Since the maximum number
of correct matches for a single query image is 20, the total number of correct
matches is 28000.

Strong variations of shapes in the same classes indicate that no shape sim-
ilarity measure is capable of yielding 100% retrieval rate. For example, see the
third row in Figure 1 and the first and the second rows in Figure 2. In the third
row in Figure 2, we give examples of two spoon shapes that are more similar to
shapes in different classes than to themselves.
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guitar-1 spoon-17 spoon-12 key-16

Fig. 2. Example shapes used in part B of CE-Shape-1. The shapes with the same name
prefix belong to the same class.

The best actually reported retrieval rate for the MPEG-7 CE-Shape-1 data
set is 83.19% [1]. The only descriptor for shapes defined by their outer closed
contours [24] that is included in the MPEG-7 standard has retrieval rate of
81.12%. The best six published retrieval rates are shown in Fig. 3. The retrieval
results of shape similarity descriptors that took part in the MPEG-7 competition
are recorded in the report on the original MPEG-7 CE-Shape-1 experiment in
[9]. Except the two descriptors presented in [24] and [19], the retrieval rates of
other MPEG-T7 competing descriptors were lower than the rates shown in Fig. 3.

Retrieval |  76.45 76.51 78.18 78.38 81.12 83.19
Reference [19] [4] [26] [13] [24] 1]
Authors | Latecki ... | Belongie ... | Sebastian ... | Grigorescu ... | Mokhtarian ... | Attalla

Fig. 3. The best six published retrieval rates in percents on the MPEG-7 CE-Shape-1
Part B dataset.

We now shortly describe each shape descriptor listed in Fig. 3



[19] The shape similarity in [19] is based on an optimal correspondence of contour
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parts of both compared shapes. The correspondence is restricted so that at
least one of element in a corresponding pair is a maximal convex contour part.
Since the correspondence is computed on contours simplified by a discrete
curve evolution [18], the maximal convex contour parts represent visually
significant shape parts. Thus, the computation of shape similarity is based
on an optimal correspondence of visual parts [18]. This correspondence is
computed using dynamic programming.

A shape representation in [4] is first built for each contour point using a
statistics of other contour points ’seen’ by this point in quantized angular
and distance intervals. The obtained view of a single point is represented as
a 2D histogram matrix. To compute a distance between two contours the
correspondence of contour points is established that minimizes the distances
of corresponding matrices.

The distance between two contours in [26] is expressed as the minimal
amount of deformation needed to transform one contour to the other.
Similar to [4], the shape representation in [13] is first built for each contour
point as a distance set, which is a set of distances from a given contour points
to its IV nearest neighbors. Thus, in contrast to [4] no angular information
but only local distance information is obtained. A shape is represented as
a set of distance sets at sample points on the shape. The distance between
two shapes is expressed as the cost of a cheapest correspondence relation of
the sets of distance sets.

The shape representation in [24] is based on curvature scale-space introduced
in [23]. This shape descriptor is included in the MPEG-7 standard. First
simplified contours are obtained by the scale-space curve evolution (contour
smoothing by convolution with a Gauss function). The arclength position of
inflection points (x-axis) on contours on every scale (y-axis) forms so called
Curvature Scale Space (CCS) curve [23]. The positions of the maxima on
the CSS curve yield the shape descriptor. These positions when projected
on the simplified object contours give the positions of the mid points of
the maximal convex arcs obtained during the curve evolution. The shape
similarity measure between two shapes is computed by relating the positions
of the maxima of the corresponding CSS curves.

Surprisingly, the shape similarity measure with actually best performance is
based on a simple geometric shape representation. First sample points are
placed on the object contour with equal arc length distances. The contour
is represented as sequence of planar distances between consecutive sample
points and the sequence of angles between the shape centroid and the sample
points. The shape distance of two contours is based on the distance of the
associated sequences.

To our best knowledge only one shape descriptor led to a development of a

shape-based image search engine. It is [19]. The reader is invited to try it out
by following the Internet link [17].
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